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SOME NOTES ON COMPUTATION, OF DAY

L e 4,
“SOLUTIONS "

i George M. Brom

1, '. ction e T C ib
Thia l-oﬂadn-preaents some dynmicaI vum ﬁhoae study stat.e

aolutiona yield aolut.ions to a discreto mo natr:lx. Pirst we- coneidor 8 faw
systems of difrerential cquatiom for *t:'cau of a: bymebric guo, thon oane noro
or less related systums or difference equationa for digital compuf.ation. !in&ll:;
wo give for the anke of ého record a roprountat.ion of the linear pmtuulliha
problem as a aymetric game. This reprouutltion aervea alao to reprolmt
asymotric games in symmetric fom.

2. Differential ations for’ ot c 8

The value of a aymct.ric game \dth matrix AiJ - 'Aji is zero, and the
-vector & .18 '8 solution if and only if AL < O,gz 0 ‘and Zg- 1. <

Consider the differantial systen.
(1) T - nax[zi A“xj,o] s i =1,2,00..,m5 -

x‘i’ZO, amo‘1§>0.

Since the derivatives are all non-negative 1t follows fron the initisl conditiona -;i

I

that x; 2 0 and Sxi > 0, for all t, so that the noma.lizod vector g x/i_‘x

: iw I

can always be obtained. Fhis system provides a‘aympbotiqally' a solution of A-in the _

sense that ]t.'im sup ZA“ EJ < O for all i. The proo? i'bi;ch'follnora will contain's
fairly precise description of the convergence.

Setting Uy = dxi/dt, it follows that 1f Ug > O then dUy/dt = 2 As4Uy,
so that U; dU,/dt = uizAijU » in any case. Summing on i we get d/dt [Zi "1] o |
since Aij = _ “Ji i1n other words 202 = k2. But ('Z_U:,_)2 ZUi, hence .
d/d [ixi} = SU; = k. Therefore Z x> in + kt. Setting d; = mex [ZAiJ E_,.J!O]

after nomalizing x to get E,.: we have



(Zap)d < ;‘%"‘{ | \.

where 1 S (Zadhtatv=o.
'l'hua; iflgonvergenco to a 'solution be measured by”(z_df)# the minimum speed of

. convergence is independent of the order of A. Since (201)25 mZ.Uf it follows
that f.he maxd mum a-p«d of converg‘ance is still of the same order. If convergence
: 1b‘ne¢.uurod by root mean square values (%de)é, then t is replaced by J/m ¢t in
the corresponding formula bounding the error. '

Por comparison consider the much simpler system of equations

ay
at

otherwise
%:-1-0; x{ 20, some x{ > O.

’ =1 1if ZA1J13 ZZAkaJ for &ll k
(11)

Where system (1) says to increase the play of the "profitable" strategies, at a
rate proportional to their profits, system (11) says to increase, at a constani;
rate, the play o.f‘ the most profitable strategy (against the .current mixed atrategy).
In this cue.it can be shown that m:x (ZA“J_:J) is constant. C(Crudely,
the argument is as follows: 1if ZA“J:J is a 'st.rigt maximum, increasing xi' alone
does not alter ):Ai‘Jx , but alters some or all of the remaining ZAinj until some
ZAixej - ZAi, §Xge AL this point X, increases, ‘:hiCh does not alter ZAiljxy
but drives 2 A; yx; downward, since Ay g, < 0By )virt.ue of the fact that
Ay 1, - A111,a"d the fact that increasing X increased ZAiljxj‘ But
inz Zx.? + t, therefore, whgn the x's are normalized, max (ZAiJ E)J) < -2_??_4-_?:,

1t should be

k L
l+¢
pointed cut that btoth equations (1) and (11) can essily be converted to systems of

where m;x (S-Aijx‘j) =k, If Zx‘i = 1, then max (ZAij §J)s

equations in g (which will now not even appear linear in & ). 1t is of some

interest that the order of the convergence is the same for (11) as for (1).
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A possible variant of (1) involves decreasing the poor’at.’rategi es as well
as increasing the good onss, imposing only the conditions x; = 0. ‘i'hia leads to

the system

dxy |
(1) ol ZAinJ, subject to x; 2-0;

x{ z 0; some X§ > O.

Fithout the restrictions x; = O this is an undamped oscillatory system.
Even with the restrictions fo is constant. Since the U, = dx,/dt satisfy the same
system of equations in an interval during which no positive x's become zero and no
vaniahing x's become positive, it is seen that ZUf is alao.conatant within such
intervals. What might permit the system to run down is that when some x; hits zero
from above, with negative velocity, then Zuf is suddenly diminished by the =juare
of the "striking” velocity. On the other hand, since ZAiij is continuous no
increase in ZU% is obtained when a coordinate goes positive, the coordinate always
leaving the barrier with zero velocity. The convergence properties of this system
are not known. Shapley has pointed out that if the game has a unique solution,
involving all strategies with positive probability, then copvergence is impossible.
in any case, this system is strikingly different from the ayateﬁa,(l) and (11).

A general point about the systems considered above 18 that this diaousaio;x
has assumed implicitly the existence of solutions, in .some sense or other well-behaved.

No formal analysis has been made of the existence of such solutions.

3., Some Discrete Processes

The work of the previous section was actually motivated by the consideration
of the “ollowing iterative process for the general discrete game Aij’ not necessarily
symmetric. Start with x(0) > 0, some x(c) > 0, yJ(O) = 0, some yJ(O) > 0. Set
X (n+l) = x(n) + 1 if ZA“yJ(n) p:3 ZAkij(n) for all k, otherwiase set

X (n+l) = x4(n), and aet yi(n) - .yi(n—l) +11if in(n)AU{: in(n“ip for all p,



:

' otherwise set yi(n) = yi(n-i). This pmcodure’{'cl:orrnponda to having-each player
choose, in turn, a strategy which is optii‘iw;l'klv'/againat the opponent's mixture,
cumulated to date. Various conventions can be adopted for cases when thevcpgim
is taken on simultaneously at poi'e than one pure strategy. A minor variant is
obtained by having the pairs of strategies for each side chosen simultaneously, rather
than in turn, i.e. by choosing yi(n+1) = yi(n) +11ir in(n“ij(: zxi(n)ﬂ’ii, for

all p, instead of yi(n) = yi(n-l) + 1, as above.

Actual computation by this scheme is very easy; in that only addition and
choice of maximum are involved. At each stage a row (or a column) of A is aele_cted,
and cumulated into the previous vector sum, the choice of row or coluun being
recorded. Of course the x's and y's can be normalized at any at.age., with corresponding
minima and maxima being less than and greater than the value of the game, respectively.
Actually convergence to the value of the game is not strictly needed, since one
only requires that the limits, superior and inferior, respectively, equal the value
of the game. ‘

| No non-trivial properties of this iteration have been established. 1t
is obvious that if the mixtures converge they converge to solutions of the game. For
the 2x2 game it can be shown easily that the error is less than c¢/n at an infinite
number of values of n. |

Consider now the special case of this method obtained by taking

)
Ayy = - Aji’ with initial values x;(0) = yi(O), taking also the variant in which
successive pairs of strategies are chosen simultaneously. Then x(n) = yi(n), 8o
that only one side need be worked. This prrocess is equivalent to fomingZAijxj(n)
by successive addition, adding in one unit of the strategy x if ZAinJ. is maximal.
This is the discrete equivalent of system (11) discussed above. The only différence
is that m?x [Zkljxj(n)] does not now remain constant, except while the maximal

strategy remains maximal. When a new strategy becomes maximal the maximum incrsases,



The jump is due to the discreteness, and becomes relatively léaa important further
out in the computation, so tﬁat. one would not expect this system to look too mach
different from the continuous system (11), at least nymp’tot.icnlly. This raiscs
the question; how much weight should be attached to a given initial spproximation,
i.e., how large should 2 x,(0) be taken? 1f Zx(0) is taken large, then more
stepes are required to accomplish changes, but the r:elative effect of the occasional
increases in max [Z‘ijxj(n)] is less. }
1t seems reasocnable to hope, on the basis of the beha?ior of’ system (11), -
that the discrete met.hodg preeer}t,ed here will have essentially the saxml:‘ order of
convergence, with no essential dependence on the order of the game matrix, If this
ie actually the case, then the amount ‘of labor involved in computing will vary
essentially linearly with the order of the matrix. Bmpirical experience with the

method seems consistent vdth 'this hope.

It i8 of some interest to observe t.hat.-tho.linelr system Ax = y can be
represented direct.ly.by a game, provided A is non-singular and x » 0, whose aoclutions
for one of the players all yield solutions to the given system of equstions. 4pplying
the iteration above corresponds to adding columms and adding or subtracting rows of
thé augmented matrix [A - y], in tpm, according to the rule: add the column .
corresponding to the smallest component of the row sum, and subtract or add the row

corresponding to the maximum component, in absolute value, of the column sum, according

to whether that component is positive or negative. Relative frequencies of occurrence
of the columna, relative to the frequency of occurrence of the last column approximate
to the solution of Ax = y,

4.' Reduction to Symmetric Games

The results of this section are based partly on some results of Tucker

and on conversation with Dantzig. Later conversation with Shapley crystallized

some of these results, which by now have been obtained in this form by Tucker. The
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where B is sx t, u is sxl, v is txl and primes denot.o transposition. 0, and ’
v°2 sre composed of zeml, to f£ill out the utrix. The valuo of A is zero, end the
nct.ov(é) is s qolution of A if and only if',

Bx - Bu< 0, -B'y + @v < 0, and u'y - ¥'x <0,
where y is sx1l, x is t x1, and © 1s a acalar, withx> 0, y 28, >0, and
Sx+ Zy+0=1, Ville's theoran states that the maximum of Ov' x subject to
Bx - 8u £ 0, x 20, equals the minimun of 6u'y subject to B'y - 8v 20, y =0,
Hence 6v'x < 6u'y. But u'y € v'x, so that v'xb=- uty i£ 8 ;‘ 0, and &= -935 maximizes
V& subject to BE < u and §320, and = minimizes u'y eubject to By 2 v
and ? 2 0. 1n other words,a solut.iqn of A, in which the 71§s‘t row enters with positive :
probability, provides aimultaneous solutions to the linear programming problem and
its dual.  Conversely, it is easy to see that solutions to the two duel prograsming

problems provide a solution of A in which the last Tow éppéaru with positive

probability. 1 1
1 R ‘ .
Letting u and v =| 1|, it appears immediately that the linear

programming problems have become the game problem, so that solutions to the
symmetric game A provide solutions to the game B provided the value of B 1s positive.
© becomes V(B)/[V(B) + 3



